
International Journal of Scientific & Engineering Research Volume 10, Issue 9, September-2019                                                                                                  349 
ISSN 2229-5518  
 

IJSER © 2019 
http://www.ijser.org  

Moving Object Tracking and Detection Based on 
Deep Learning  

Mohammad Sanaul Haque, Beiji zou, Ishtiak Al Mamoon 
 

Abstract— Object tracking is a key step in computer vision for video surveillance, public safety, and traffic analysis. Object detection and 
tracking are the two correlated components of Video Surveillance. Object detection in videos is the first step before performing complicated 
tasks such as tracking. Deep learning neural networks is a powerful programming paradigm which learns multiple levels of representation 
and abstraction of data such as images, sound, and text. In this paper Gaussian mixture model (GMM) based object detection, deep 
learning neural network-based recognition and tracking of objects using correlation filter is proposed, which can handle false detections, 
with improving the efficiency. The algorithm is designed to detect only cars and humans' while the performance is analyzed using True 
Positive Rate (TPR) and False Alarm Rate (FAR) as probabilistic metrics. The Experimental results of the proposed method are found to be 
better with an accuracy of 88%. 

Index Terms— Object Detection, Object Tracking, Foreground Detection, Deep Learning, Computer Vision.   

——————————      —————————— 

1 INTRODUCTION                                                                     
HIS automatic detection, classification, and tracking of a 
number of objects is a challenging task for the wide range 
of applications, such as security, surveillance, traffic con-

trol and human-computer interaction. Real time tracking is 
still a problem and an active research topic because of object 
occlusions, random movements, complex background and 
varying illumination [1]. Moving object can be detected in two 
ways, (i) motion detection and (ii) motion estimation [2]. Mo-
tion detection is identifying varying regions from video 
frames using the fixed camera when objects are moving. Diffi-
culties in object detection using the fixed camera are: 

• Objects movement in a scene from frame to frame 
does not have constant movement. 

• Objects in the scene may stop for some time and move 
further. 

• Objects in the scene have different velocities. 
• Moving objects in the scene may not cover a signifi-

cant area of the frame this leads to recognition prob-
lem [3]. 

Substantial information about moving objects is required 
from frame to frame to track the objects properly. Deep Con-
volutional neural networks are best suited to do recognition 
and tracking of objects. Convolutional neural networks are the 
powerful visual model which has shown significant perfor-
mance in many visual recognition problems. 

A convolutional neural network is a combination of stacked 
convolutional layers and spatial pooling layers which are 
stacked alternately. The convolutional layer extracts feature 
maps using linear convolutional filters and nonlinear activa-
tion functions. 

 
 Spatial pooling performs grouping of the local features us-

ing spatially adjacent pixels, this improves the robustness to-
wards objects deformation [4]. 

In Convolutional Neural Networks (CNN) original image 
can be used as input without pre-processing of the image. 
CNN has been showing the best accuracy in large-scale image 
classification/recognition since it is combined with deep 
learning [5]. Researchers optimize the CNN model structure 
by using parameters to improve the accuracy. Most of the im-
proved models use more time to train and test [6]. CNN mod-
els involve large data, which is to say the training images can-
not be too few. Considering the advantages of background 
subtraction based object detection and deep learning neural 
network based tracking is employed in this work. 

The organization of this manuscript is as follows. Section 2 
introduces the related work and methods. In Section 3, the 
proposed method of combining foreground detector based 
object detection and deep learning neural network-correlation 
filter based object tracking is presented in detail. Experiments 
and result discussion are showed in Section 4 and finally a 
brief conclusion of the proposed work in Section 5. 

2 BACKGROUND STUDY AND LITERATURE REVIEW 
There are many methods available for object detection which 
includes, frame differential method, background subtraction, 
and optical flow [7, 8]. Frame differential method calculates 
the absolute differences of the consecutive video frames [9, 10] 
followed by a threshold function to determine the changes. 
The goal of this method is to identify certain pixels in an im-
age which is moving or static. If the threshold is not optimal, 
some of the frame differential methods, mentioned in [11], 
suffer from the problem of producing images which can cor-
rupt by spot noises. Background subtraction method is used to 
detect moving object from the static background [12, 13]. This 
method uses the previous information of the image or some 
statistical information of the pixel in the video frames to build 
the background model. There are two main components in the 
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frame pixels. The First component with the largest variance 
belongs to background pixels; the second component contains 
pixels of the foreground. After matching the components 
background model needs to be updated. Optical flow method 
uses optical flow field and features of an object in an image 
[14, 15]. For a moving object, optical flow method uses the 3D 
object velocity mapped into 2D imaging surface, which is also 
known as image velocity. If there is no moving object in the 
imaging scene the optical flow field vectors remain smooth 
over the entire area. Moving objects carry different velocity 
vectors in the background scene [16]. 

Many applications like visual recognition, speech recogni-
tion, and language processing require deep learning because 
of its good performance. Convolutional neural networks are 
widely used and studied among different types of deep learn-
ing neural network. During early days training data available 
was very less and computational capacity of systems was poor 
led to the problem of training of convolutional neural network 
without over fitting. The increased volume of the annotated 
data and the computational strengths of graphics processor 
units, convolutional neural networks training and validation 
became easy which increased the interest of researchers and 
they achieved state-of-the-art results on various tasks [17]. 

An on-line AdaBoost framework with Deep learning neural 
network architecture is proposed in [18], that having multi-
level feature learning ability from a set of auxiliary images. An 
object proposal network with bounding box candidates to mit-
igate the object model refitting by decreasing hard negatives is 
proposed in [19]. A framework using CNN to coordinate ob-
ject recognition system which learns and gains from images is 
proposed in [20]. This framework gathers images automatical-
ly in ordered classifications and learns images in high exact-
ness, different On-Board PC can share proposed learning 
framework. A quick, completely parameterizable GPU execu-
tion of Convolutional neural network variations is proposed in 
[21]. These feature extractors are learned in a supervised way. 
These deep hierarchical designs accomplish the best-
distributed results on benchmarks for object classification and 
handwritten digit recognition.  

A variant of traditional convolution neural networks for 
multiple image recognition is proposed in [22]. This system 
uses binaries norm gradients (BING) method to recognize im-
ages followed by vectorization of deep convolutional neural 
networks which reduces network training and testing time. 
The advancement of the CPU, GPU, and the advancement of 
the parallel processing systems, led to the profundity exten-
sion of training data of convolutional neural networks. Drop-
out method [23], rectified Linear Units [24], Stochastic Pool 
techniques [25] and other methods, increases the speed of the 
neural network training and reduces the over fitting problem. 
VGG model, Google Net models, Theano models, and Caffe 
models, enormously enhance the measure of image recogni-
tion. The existing methods may fail to specifically recog-
nize/classify an object accurately because they are trained for 
a large number of object classes. 

3 PROPOSED METHODOLOGY  
The proposed method is depicted in Fig. 1. It consists of 
Gaussian Mixture Model (GMM) based foreground detector 
which detects all the moving objects in the input video frames. 
The detected moving object is cropped and given as an input 
to a pre-trained deep convolution neural network to recognize 
it as human or car. After recognition, if it belongs to the de-
fined classes it is fed to the correlation filter to track till it dis-
appears from the video frame. 

 

 
Fig. 1. Generic model of the proposed method 

 

3.1 Foreground Detector Using Gaussian Mixture 
Model (GMM) 

Define Gaussian mixture model in [26] is one of the back-
ground subtraction technique, which is mainly used for object 
detection and it is the base for many visual recognition appli-
cation. The background in the video frames contains multidi-
mensional variations and do not contain static components. 
The Gaussian mixture model is most suitable to understand 
the distribution of every pixel value in the background. The 
pixel value distribution can be described using (1). 

 
  V1,V2,V3,……Vt = I(xi,yi); 1 ≤ i ≤t                                 (1) 

 
In (1), Vt denotes pixel value at time t in the video frame. xi, 

yi denotes the coordinate of the pixel in the frame. The proba-
bility of any pixel in a multidimensional Gaussian distribution 
is given as (2). 

   
P(Vt) = ∑i=1nωi, t*f (Vt| μi,t,σi,t)                                    (2) 

Where n is the number of Gaussian distribution which de-
pends on background complexity. Generally, n is set between 
3 and 5. ωi,t is the weight function, μi,t is mean and σi,t is the 
covariance of ith Gaussian distribution at time t. f(Vt|μi,t,σi,t) 
is the normal distribution and the probability density function 
is given as in (3). 

 
f (V|μ,σ)=12πm2|σ|12e−12(Vtμ)Tσ−1(Vt−μ)               (3) 
 
In the above expression, m is the dimension of pixel value 

Vt; σ is the covariance of the grey pixel if Vt is a greyscale pix-
el. Suppose Vt is RGB value then σ is the covariance matrix of 
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many dimensions. The components of RGB are independent of 
each other with the same variance which reduces computa-
tional complexity [16]. Multidimensional covariance matrix 
can be expressed as in (4). 

 
σ=⎛⎝⎜σR2000σG2000σB2⎞⎠⎟=σ2I                      (4) 
 
σ2R , σ2G and σ2B are the variances of R, G, and B compo-

nents respectively. σ2R=σ2G=σ2B=σ, where σ is the standard 
deviation of R, G, and B pixels. According to (2) GMM indi-
vidual pixel distribution can be formulated using the parame-
ters n, ωi,t, μi,t and σi,t based on the background complexity. 
Once the GMM is initialized, the variables of Gaussian distri-
bution can be updated using (5). 

 

ω^i,t=(1−α)ωi,t+αf(Vt|μi,t,σi,t)μ^i,t = (1−ρ)ωi,t+ρVtσ^2i,t 
ω^i,t =(1−ρ)σ2i,t+ρ(Vt−μi,t)T(Vt−μi,t)                           (5) 
 

Where ωˆi,t,μ^i,t, and σˆ2i,t are the parameters used for the 
evaluation of ωi,t ,μi,t and σi,tat time t. To define the update 
speed the learning rate parameter α is used, which is ex-
pressed as below in (6) 

 
ρ=α12πm2|σ|12e−12(Vtμ)Tσ−1(Vt−μ)                      (6) 
 
Vt and the kth Gaussian distribution is used in order to 

check whether Vt and μi,t, match according to (7) 
 
                          |Vt,μn,t|<Dσi,t                                      (7) 
 
In (7) if both the terms match then P(k|Vt,μi,t, σi,t)=1, other-

wise P(k|Vt,μi,t, σi,t)=0; D usually is equal to 2.5. The mixture of 
Gaussian distribution has to be updated and finally, B Gaussi-
an distributions are used as representation of the background 
based on the following equation (8): 

 
                   B=argminb (∑i=1b>T)                             (8) 

 
Here T is the minimum weights proportion that represents 

the background. The value of mean and variance do not 
change if the model does not match with the current pixel val-
ue, only weight is updated. This algorithm consumes time but 
very effective in background removal [16]. 

 
3.2 Deep Learning Neural Network 

Deep learning neural network uses larger data sets in order 
to perform efficient recognition/classification. The Realistic 
scenario shows considerable variation, in order to recognize 
objects it is essential to use larger training data sets. Recently it 
has become possible to use labeled data with millions of imag-
es. Deep neural networks are hard to train but the deeper 
training provides best results when compared to shallow net-
works. 

Some of the data sets include LableMe [27] which has thou-
sands of segmented images and ImageNet [28] which has 
more than fifteen million labeled images. Deep CNN's can be 
treated as modern multilayer perceptrons. These algorithms 
have become state of the art in computer vision challenges 

[29]. Recent advances provide affordable GPU's to use larger 
datasets for training & validation and also a platform for re-
searchers to have further insight into more complex (deeper) 
network models [30]. Traditional NN (neural network) add 
one or two hidden layers but CNN can have more hidden lay-
er [31, 32]. 

Designing a Deep learning CNN's with some numbers of 
hidden layers is an application or designer dependent. CNN 
includes convolutional layers which are called feature extrac-
tion layer, fully connected which is an intermediate layer, 
pooling layer which is used for dimensionality reduction and 
nonlinear function like sigmoid, hyperbolic and rectified units. 

The architecture of ImageNet-Caffe-Alexnet which is used 
in this work is shown in Fig. 2. AlexNet has 8 weight layers of 
which 5 are convolutional layers and last 3 are fully-connected 
layers, and it consists of 3 max-pooling layers following the 
first, second and fifth convolutional layers. 96 filters are there 
in first convolutional layer each of size 11×11 with a stride of 4 
pixels and padding with 2 pixels. Other layers have a stride 
and padding of 1 pixel. 256 filters are there in second convolu-
tional layer each of size 5×5. The third convolutional layer has 
384 filters, fourth has 384 and the fifth layer has 256 filters 
each of these with a size of 3×3. Alexnet has rectified linear 
unit (ReLu) for handling nonlinearity which is given by 

f(x)=max (0, x) 
The advantage of the ReLu is it provides faster training 

when compared to traditional sigmoid and Tanh functions. 
Local receptive fields and shared weight are the two com-

ponents of CNN [33]. Local information in the small region of 
the image is termed as local receptive fields. Shared weight 
and biases for neurons in the hidden layers of CNN has many 
advantages. In [34]it has been shown that first convolutional 
layers act as Gabor filter. Using many convolutional layers 
provides a broad feature matrix. The advantage of shared 
weights is that the number of parameters used in the network 
decreases rapidly, which reduces the training times and also, 
helps us to construct deeper networks. 

CNN's are susceptible to over fitting because of large pa-
rameterization and representation. Over fitting can be elimi-
nated by using many techniques, which guarantees the gener-
ality of the learned parameters of the specific target problem. 
In the network, convolutional layers are followed by pooling 
layers to down sample the current representation of the image, 
which reduces the number of parameters, carried to the next 
layer and also increases the computational efficiency. Further, 
the use of drop out layer randomly reduces the hidden neu-
rons in the training processes, which avoids the over fitting. 
The initial CNN training to perform generalized object recog-
nition and classification can be optimized using a technique 
called transfer learning. 

 
 
 

 
       

Fig. 2.Architecture of ImageNet-Caffe-Alexnet 
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3.3 Transfer Learning 
In the proposed method, the pretrained ImageNet-Caffe-
Alexnet network is used and optimized to perform object 
tracking. The hidden layers exhibit distinct feature representa-
tion characteristics in which lower layers are for features ex-
traction and higher layers hold information that is specific to 
the recognition/classification task. 

The Alexnet has 60 million parameters, 650,000 neurons, 
and trained over the ImageNet dataset on an image classifica-
tion problem. Instead of designing a new CNN with random 
parameter initialization, which is time consuming it is better to 
use a pretrained CNN model and fine-tune its parameters to 
perform our specific recognition/classification domain. The 
last three fully connected layers of the pre-trained Alexnet can 
classify 1000 classes. So these three layers should be fine-tuned 
for our classification task. A fully connected layer, a softmax 
layer, and a classification output layer should transfer last 
three layers to the new classification task. The output of Deep 
learning neural network is the detected object with predefined 
class. This filters the information, what to be tracked. The se-
lected objects from deep learning neural networks are used as 
the target to track using correlation filter. 
 
3.4 Correlation Filter Used for Tracking 
The recognized objects from deep learning neural network are 
treated as target initially in the first frame. The target is 
tracked by correlating the filter in next frame. The objects rec-
ognized by deep learning neural network in subsequent 
frames are used for tracking and the maximum correlation 
output value indicates the target and its new position. The 
coordinates of the object location is then updated based on 
that new location. 

During tracking, changes in appearance of objects by 
changing the rotation, scale, pose and lighting variations are 
often. Therefore, the filters are required to adapt to these dy-
namic changes for tracking the object efficiently purpose [35]. 
The filter learned from frame i is computed as as (9): 

         H∗i=ηGiσFiσ + (1−η) H∗i−1                              (9) 

Where H and F are the 2D Fourier transform of the input 
image and of the filter H respectively and G is the correlation 
as given in (10).  

                               G=Fσ                                                                     (10) 

4   EXPECTED RESULTS AND DISCUSSION 
The proposed method is examined to check the effectiveness 
and tracking efficiency. The proposed method is implemented 
in MATLAB 2018 installed on i5 processor system with Nvidia 
GEFORCE GT 710 GPU. The proposed method execution time 
is 0.4s per frame and it is evaluated using different video se-
quences from Performance Evaluation of Tracking and Sur-
veillance (PETS) database [36] and also videos in [37], which 
contain many challenging parameters like random movement, 
scale variation, pose variation and shadows. The experimental 
evaluation of the proposed method for various videos is listed 
in Table I.  

The original video frame, tracking results and detected object 
label is shown in Fig. 3. 

 

 

 

 

 

 

 
Fig. 3. Output of the proposed method for different videos, first column is 
original video frames and second column is tracking results  

(a) Frame #55 (b) Frame #163 (c) Frame # 374 (d) Frame #38 (e) Frame 
#735 (f) Frame #429 

TABLE 1 
PROPOSED METHOD IN DIFFERENT SENARIO 

 

False Alarm Rate (FAR) is the ratio between total false posi-
tives to the sum of the total number of true positives and false 
positives in a frame. 
                          FAR=FPTP+FP                       (11) 
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FAR is a metric used to find the miss detection percentage in a 
video. 

True Positive Rate (TPR) is the ratio between the total true pos-
itives to the total number of objects in a frame. 
                  

TPR=TPTP+FN                                     (12) 
 
TPR is a metric used to find the true detection percentage of 

the identified object in a video, where True Positive (TP) is the 
correct detection of the objects in the frame. True Negative (TN) is 
correctly detecting an object into negative. False Positive (FP) is 
detecting incorrect object into positive. False Negative (FN) is 
detecting an incorrect object into negative. 

During the tracking of moving objects from the first frame till 
the last frame many objects enters the frame and leaves the frame. 
Some objects reappear in the frame at different time instants. So 
the object information should be suitably maintained by the deep 
learning neural network to track objects in an efficient way. In the 
proposed method label is assigned for every object recognized by 
the deep learning neural network. If the object leaves the frame 
the label of that object is deleted. 

4 CONCLUSION 
The moving object Detection and tracking using deep learning 
neural network is proposed in this paper. Transfer learning using 
deep learning neural network is effective because of its recogni-
tion accuracy. The proposed method is examined to track the 
objects effectively using the popular datasets and the results are 
analyzed using probabilistic approaches. The accuracy of the 
proposed method is 88%. The results prove that the proposed 
method is effective in tracking the moving objects. 
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